
Prediction of the impact of Facebook posts with machine learning

Adlay Stephany Levy Méndez and Germán Harvey Alférez Salinas
School of Engineering and Technology

Computer systems engineer
Montemorelos University

Facebook is the most popular social network. It is seen as entertainment and also as a tool.
This tool can help businesses to advertise themselves and see how much scope they have. In
this research work we use Machine Learning to automatize the prediction of the success of
posts to be published on Facebook. As a case study, we used information collected from the
Facebook page of Montemorelos University. In order to predict the success of Facebook posts,
we developed a web application. This web application allows users to upload a data set of
the performance of a Facebook page. Our tool uses this information to train 4 classification
models with 4 different Machine Learning algorithms. Then, it chooses the model with the
highest accuracy and shows the result of the most accurate one. Then, the user can use this
model to predict the impact of a new post.
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Introduction

Background

Facebook is the biggest social network worldwide. Many
people use this network for entertainment. However, there
are other users who use it for making themselves known as
ïnfluencers", people whose posts reach a high level of enga-
gement. This is something desirable for companies as well.
Facebook’s success can be attributed to its ability to appeal
to both people and businesses and its ability to interact with
sites around the web.1

Nowadays, many companies must make extensive use of
social networks to properly engage their customers and to
make themselves known through different ways such as ad-
vertisement. However, there is a lack of proper tools to pre-
dict the success of a new Facebook post. We argue that Ma-
chine Learning, a relatively new technology that has made a
big impact in many different areas2, can be applied to social
network studies. This is why this research work describes a
tool that can help users predict the impact, whether positive
or negative, of a Facebook post using Machine Learning.

Problem statement

Since there are Facebook posts that have a better impact
than others, it is important to know beforehand the impact
of a new post. Despite the relevant need of predicting the
impact of Facebook posts,there are no tools that can be used
to predict their success.

Justification

Facebook helps to connect more people than any other
company and has become an important asset for many busi-
nesses. Facebook has also generated data that is useful for ar-
tificial intelligence research3. A research carried out in 2009
confirms the usefulness of the data that Facebook has genera-
ted from its beginnings for the benefit of marketing4. It is be-
cause this platform has grown immensely since its inception
and nowadays it has over 2.5 billion monthly active users.5

This project intends to take advantage of these opportuni-
ties to create a tool that is useful for those who are willing
to measure the impact of their posts on Facebook, before the
posts are even sent. This tool is intended to be available to
any user. This is why the tool is available via a web appli-
cation. Machine Learning is the core of this project since it
provides the mechanisms to create predictive models trained
with historical data.

Objetives

Create a web application to train four classification
models with a data set of Facebook posts. This tool
has a front end that allows users to upload a Com-
ma Separated Value (CSV) file with activity informa-
tion from Facebook posts (e.g. number of likes, ty-
pe, etc.). Then, the tool automatically uses the da-
ta set to train the following classification algorithms:
Support Vector Machines (SVM), K-Nearest Neigh-
bors (KNN), Logistic Regression(LR),and Decision
Trees(DT).Aftertraining, the system returns the model
with the best accuracy. The web application saves the
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model that offers the best accuracy to be used in future
predictions.

Create a web application that classifies the impact of a
new post. Specifically, the user inputs the values of the
following features: “Type” of post indicating whether
it is a photo, video, link, etc.; “Day” when the post
will be published; “Hour” in which the post will be
published; and the expected values of “Likes”, “Sha-
res” and “Comments”. With the aforementioned infor-
mation, the algorithm shows the post prediction with
the classification of High, Medium, or Low success.

Evaluate the tool with a case study with data from the
Facebook page of Montemorelos University

Hypothesis

Machine Learning can be used to predict the negative or
positive success of Facebook posts.

THEORETICAL FOUNDATION

Underpinnings of our Approach

This research project is based on the following concepts
as shown in Fig. 1:

1) Social Media: Social media is a group of Internet-based
applications that are build on the ideological and technologi-
cal foundations of the Web and that allows the creation and
exchange of usergenerated content.6

With the rise of digital and mobile technologies, interac-
tion on a large scale became easier for individuals than ever
before; and as such, a new media age was born where inter-
activity was placed at the center of new media functions7.
One individual can now speak to many and instant feedback
is a possibility.

Most of the social media applications are used primarily
for recreation or personal connections. However, they can al-
so be used for work.

2) Facebook: Is one of the biggest social networks. Fa-
cebook began in February of 2004 as a school-based social
network at Harvard University. The service was created by

19-year-old Mark Zuckerberg, a Harvard University student,
who ran it from a computer in his college room.3 Then four
fellow students joined him.8

Facebook’s rapid growth began as soon as it became avai-
lable and has continued through the years. In the last 10
years, Facebook has accumulated more than one billion users
worldwide. The aim of its creators has always been to con-
nect the world.9 This service is also a powerful media ma-
chine for the flow of information.

3) Machine Learning: Data analysis is a process of clea-
ning, transforming, and modeling data to discover useful in-
formation for business decision making.10 It works based on
analyzing the past to make future decisions. There are seve-
ral types of data analysis techniques based on business and
technology. For example11: Text Analysis, is a method to dis-
cover a pattern in a large data set using databases or data mi-
ning tools; Statistical Analysis uses past data to show what
happened; Diagnostic Analysis identifies patterns behavior
of data by finding the cause from the insight found in Statis-
tical Analysis; Predictive Analysis makes predictions about
future outcomes based on current or past data; and Prescrip-
tive Analysis combines the insight from all previous analysis
to determine which action to take in a current problem or
decision. This project uses Predictive Analysis, specifically
Machine Learning.

Machine Learning is a subfield of artificial intelligen-
ce that provides sytems the ability to automatically learn
and improve from experience without being explicitly
programmed12. Machine Learning focuses on the develop-
ment of computer programs that can access data and use it
to learn by themselves. The two most popular methods for
training Machine Learning are called Supervised and Unsu-
pervised Learning.13 Supervised Learning helps to build a
concise model of the distributions of class labels in terms of
predictor features. Unsupervised Learning uses information
that is neither classified nor labeled. The algorithm acts on
that information without guidance.14 In this research work
we use four Supervised Machine Learning algorithms. There
are several applications for Machine Learning. The most sig-
nificant is data mining, which helps in the analysis of big data
and is also useful to establish relationships between multiple
features.15

4) Web application: A web application is any computer
program that performs a specific function by using a web
browser at the client side. The application can be as sim-
ple as a message board or a contact form on a website or
as complex as a word processor.16 A client-server environ-
ment is one in which multiple computers share information
such as entering information into a database. The çlientïs the
application used to enter the information, and the "serverïs
the application used to process and store the information. A
web application relieves the developer of the responsibility
of building a client for a specific type of computer or a speci-
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fic operating system, so anyone can use the application along
as they have Internet access.17

5) Web server: A web server is server software, or hard-
ware dedicated to run this software, which can satisfy client
requests on the World Wide Web. A web server can, in ge-
neral, contain one or more websites. A web server processes
incoming network requests over HTTP and several other re-
lated protocols.18

The web application created in this research work runs on
the Flask micro web framework, which works as a web ser-
ver in our case. Micro frameworks are normally frameworks
with little to no dependencies to external libraries.19

Flask provides tools, libraries, and technologies that allow
to build a web application with Python. A web application
can be composed of web pages, blogs or even a commercial
website. Flask allows to work with Python for the methods
and actions and also with HTML and CSS for the creation of
the page view.

Related Work

This project is inspired by the work presented by a com-
puter science master’s student at Middle East University.
Magdy Salama works in social media for the Middle East
and North Africa Union (MENA). In his research work in
a course taught by Dr. Harvey Alférez, he obtained the data
from the Facebook page of the Hope Channel Middle East
Media Center. He included in the data set the features that
he considered most important for a good classification of the
post. The features that were chosen for the data set were:
paid/unpaid, post type, month, period of day, content type,
tone of voice, religious/nonreligious, focal gender, focal age,
animation, category, and language. The classes in the data set
were as follows: good, very good, bad, and very bad. Salama
created a classification model with the data set via a feed
forward back propagation neural network.

Also, several research works that propose Machine Lear-
ning solutions have been published at the School of Enginee-
ring and Technology of Montemorelos University.

In20, the authors use deep learning and image recognition
to create a mobile application to detect dificult airway. They
used 240 images for model training to classify the following
classes: Mallampati 1-2 for low risk of dificult airway and
Mallampati 3-4 for high risk.

In 21, the authors use deep learning for image recogni-
tion of Legacy blueberries in the rooting stage that can be
used in smart farms in Chile. Legacy blueberry is a variety of
Southern Highbush blueberry. This species constitutes 80 %
of the blueberry crops in Chile. Specifically, they propose an
image recognition approach based on a convolutional neural
network (CNN) to detect the presence of trays with living
blueberry plants, the presence of trays without living plants,
and the absence of trays. The average results of the evalua-
tion of the predictive model are as follows: accuracy: 86 %,

precision: 86 %, recall: 88 %, and F1-score: 86 %.
In22, the authors propose a solution for the dynamic evolu-

tion of simulated autonomous cars in the open world through
tactics. Specifically, for an autonomous car to drive by itself,
it needs to learn. A safe and economic way to teach a self-
driving car to drive by itself is through simulation. Howe-
ver, current car simulators are based on closed world assum-
ptions, where all possible events are already known as design
time. Nevertheless, during the training of a self-driving car,
it is impossible to account for all the possible events in the
open world, where several unknown events may arise (i.e.,
events that were not considered at design time). Instead of
carrying out particular adaptations for known context events
in the closed world, the system architecture should evolve to
safely reach a new state in the open world. In this research
work, their contribution was to extend a car simulator trained
by means of Machine Learning to evolve at run time with
tactics when the simulation faces unknown context events.

In23, the authors use convolutional neural networks to
achieve the automatic detection of glaucoma. Glaucoma is
a disease that damages the optic nerve and becomes chronic
as time progresses. Its early detection is vital for treatment.
Although there are tools to carry out the analysis of the optic
nerve, they do not automatically detect this illness. The ex-
periments performed obtained an average accuracy of 99 %.

In24, the authors propose a low cost software that auto-
matically and objectively differentiates between a melanoma
lesion and a benign nevus in a simple, non-invasive manner.
Their approach is based on the “ABCDE” classification of le-
sions, image processing, and artificial neural networks. The
software was developed using images of previously diagno-
sed malignant melanomas and non-malignant suspicious mo-
les, obtaining a sensibility of 76.56 % and a specificity of
87.58 %.

Results

Methodology

This section presents the methodology of this research
project.

1) Data retrieval: The first step in the development of this
project was to look for the data set to be used in the experi-
ments. For convenience, the data related to the performance.

of Facebook posts on the Facebook page of Montemorelos
University was used as a case study2.

This page is in constant activity with several administra-
tors who post messages, for instance, with images of the
events carried out in the campus or with general announ-
cements. The data from the Facebook page of Montemore-
los University was collected manually taking into account
mainly the type of post (image, video or text), and its scope.
The data set was created with the information of 220 posts
compiled from January to October, 2019.
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Specifically, the data set contains the following features:

Type: if the post was a video, a photo, a link, or multi-
ple photos.

Date: the date in which the post was posted.

Hour the time of the day when the post was posted.

Share: the number of times the post was shared.

Like: the number of likes or reactions that the post ob-
tained.

Comments: the number of the interactions in terms of
comments with respect to the post.

The impact of each post was manually classified with the
following formula:

(x1 1) + (x2 2) + (x3 3) = success

Where X1 represents the number of likes or reaction that
the post had, x2 represents the number of comments, and x3
represents the number of times that people shared the post.
Based on these results, we calculated the maximum and mi-
nimum values to classify a posts as High (25 or higher), Me-
dium (16-24), or Low (15 or lower). The impact of the posts
is considered as the class to be used to train the model.

2) Tool development (Backend): Before creating the web
application, the four classification algorithms used in this
research work were implemented with Scikit-learn3 version
1.13. Appendix A shows the source code of the Python script
described in this section. Also, the source code for this pro-
ject is available online [4]. The four algorithms used in this
research work are as follows.

K-Nearest Neighbor (KNN): It is a simple algorithm that
stores all available cases and classifies new cases by a majo-
rity vote of its k neighbors as shown in Listing 1.

In Line 1 the function is declared with four parameters
related to the training (xTrain) and test (xTest) feature values
and their classes (yTrain and yTest). Line 2 calls the function
KNeighborsClassifier(). The fit function in line 3 creates the
classification model and the score function in line 4 returns
the accuracy of the model. In Line 5 the prediction based on
the given training set (xTest) is saved in a variable (KNN-
predict). Line 6 returns the accuracy of the model by means
of comparing the classification results of the model with the
real results in yTest.

Logistic Regression (LR): It is a classification algorithm
used to estimate discrete values based on a given set of in-
dependent variables. It predicts the probability of occurrence
of an event by fitting data to a logit function.

In line 1, the function is declared with parameters related
to the training and testing data sets. Line 2 calls the function
LogisticReg(). The fit function in line 3 creates the classi-
fication model and the score function in line 4 returns the

1 def KNNeighbors( xTrain , xTest , yTrain , yTest ) :

2 knn = KNeighborsClassifier ( n_neighbors = 3)
3 fited = knn . fit ( xTrain , yTrain )
4 score = knn . score ( xTrain , yTrain )
5 KNNpredict = knn . predict ( xTest )
6 return ("KNN_Accuracy: ", metrics . accuracy_score (

yTest , KNNpredict) )

Listing 1. KNN implementation.

1 def LogisticReg ( xTrain , xTest , yTrain , yTest ) :
2 logReg = LogisticRegression ()
3 fited = logReg . fit ( xTrain , yTrain )
4 score = logReg . score ( xTrain , yTrain )
5 LRpredict = logReg . predict ( xTest )
6 return ("LR_Accuracy : ", metrics . accuracy_score (

yTest , LRpredict ) )

Listing 2. LR implementation

accuracy of the model. In Line 5 the prediction based on the
given training set (xTest) is saved in a variable (LRPredict).
Line 6 returns the accuracy of the model.

Support Vector Machine (SVM): In this classification
algorithm, each data point is plotted in an n-dimensional (n
being the number of features) space where the value of each
feature is the value of a particular coordinate. Then a line ca-
lled separating hyper plane or (decision boundary) splits the
data points between two or more groups of data. The further
the data points from the decision boundary, the more confi-
dent the algorithm is about the prediction. The closest data
points to the separating hyper plane are known as support
vectors. Listing 3 shows how to call the SVM method.

In line 1, the function is declared with parameters related
to the training and testing data sets. Line 2 calls the function
SuperVectorMachine(). The fit function in line 3 creates the
classification model and the score function in line 4 returns
the accuracy of the model. In Line 5 the prediction based on
the given training set (xTest) is saved in a variable (SVMpre-
dict). Line 6 returns the accuracy of the model.

1 def SuperVectorMachine ( xTrain , xTest , yTrain ,
yTest ) :

2 svmachine = SVC()
3 fited = svmachine . fit ( xTrain , yTrain )
4 score = svmachine . score ( xTrain , yTrain )
5 SVMpredict = svmachine . predict ( xTest )
6 return ("SVM_Accuracy: ", metrics . accuracy_score (

yTest , SVMpredict) )

Listing 3. SVM implementation.
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1 def DecisionTree ( xTrain , xTest , yTrain , yTest ) :
2 dTree = tree . DecisionTreeClassifier ()
3 fited = dTree . fit ( xTrain , yTrain )
4 score = dTree . score ( xTrain , yTrain )
5 DTpredict = dTree . predict ( xTest )
6 return ("DT_Accuracy: ", metrics . accuracy_score (

yTest , DTpredict ) )

Listing 4. DT implementation.

Decision Trees (DT): In this classification algorithm, the
data is split into two or more homogeneous sets based on
most significant attributes that makes the sets distinct.

In line 1, the function is declared with parameters related
to the training and testing data sets. Line 2 calls the function
DecisionTree(). The fit function in line 3 creates the classi-
fication model and the score function in line 4 returns the
accuracy of the model. In Line 5 the prediction based on the
given training set (xTest) is saved in a variable (DTPredict).
Line 6 returns the accuracy of the model.

Listing 5 presents the code used to upload a data set of Fa-
cebook posts to the web application and perform the training
with the aforementioned classifiers.

In line 1, the route is mapped to the upload file function.
Line 2 defines the function “upload file ()”. Line 3 verifies if
the POST request method is being used. The POST method
is used to send data to a server to create/update a resource.
The data sent to the server with POST is stored in the request
body of the HTTP request. Lines 4-7 show how the file is
uploaded. The requested file has to be in CSV format. When
the data has been loaded, it is extracted in lines 8-10 to be
used by the classification algorithms in lines 11-14.

Specifically, in line 10, the training and test data are split
from the original data set. The “test_size” parameter speci-
fies to the function that only 20 % of the data will be used for
testing, the other 80 % will be used for training. In lines 15-
18, the sorted() function is used to sort the accuracy values of
each classification model. Then, the max() function chooses
the maximum accuracy.

Finally, the best predictor, i.e., the one with the highest ac-
curacy value, is saved with pickle.dump() function for later
use.

A form was created for inserting the feature values of a
new Facebook post in order to predict its impact. Listing 6
shows how the feature values collected in a form are submit-
ted to the server. Then, the server uses the feature values to
return the classification of the post based on the model saved
previously. Specifically, Line 4 shows how the form collects
the data that was input in the form. Then in line 5 the data is
saved in a list. On line 6,the result from line 5 is converted to
a list of integers (in Python 3, the result had to be converted
from a map to a list). Line 7 is used to avoid having an array

1 @app. route ( ’ / uploader ’ , methods = [ ’GET ’ ,
’POST’ ])

2 def upload_file () :
3 if request . method == ’POST’ :

4 fileLoaded = request . files [ ’ file ’ ]
5 fileLoaded . save ( secure_filename ( fileLoaded . fi-

lename ) )
6 fileSaved = fileLoaded . filename
7 data = pd . read_csv ( fileSaved )
8 arrX = data [ data . columns [: 1]]. values
9 arrY = data [ data . columns[1]]. values
10 X_train , X_test , Y_train , Y_test = train_test_split

(arrX ,
arrY , test_size =0.2 , random_state=None)

11 LRpred = LogisticReg ( X_train , X_test , Y_train ,
Y_test )

12 KNNpred = KNNeighbors( X_train , X_test , Y_train
, Y_test )

13 SVMpred = SuperVectorMachine ( X_train , X_test ,
Y_train , Y_test )

14 DTpred = DecisionTree ( X_train , X_test , Y_train ,
Y_test )

15 largest = [LRpred , KNNpred, SVMpred, DTpred]
16 sor = sorted ( largest )
17 bestPredictor = max( sor )
18 print ( bestPredictor )
19 pickle .dump( bestPredictor , open( ’ predictor . sav ’ ,

’wb’) )
20 return flask . render_template ( ’ uploaded . html ’ ,

bestPredictor= bestPredictor )

Listing 5. Upload function.

that is out of boundaries. Line 8 shows how the saved model
is loaded with pickle.load() function. Then the data collected
from the form is put into a list to use the predict() function.
Then line 10 saves the result in a variable. In lines 11-15, the
prediction of the new Facebook post is returned based on the
classification.

3) Tool development (Frontend): The steps that were ca-
rried out to develop the front end of the application are des-
cribed as follows:

1) In the first step the CSV file with the information of the
Facebook posts is uploaded. Listing 7 shows the source code
behind the form shown in Fig. 4. Appendix B contains the
complete source code for the upload interface.

Line 1 in Listing 7 specifies that the form is submitted
to the uploader function, which is running on Flask. Line 3
allows the user to choose a file to be uploaded. Line 4 shows
the button code that is used to submit the form to the server.

The file to be uploaded must contain the following fea-
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1 @app. route ( ’ / formulario ’ , methods = [ ’ GET’ ,
’POST’ ])

2 def prediction () :
3 if request . method == ’POST’ :
4 to_predict_list = request . form . to_dict ()
5 to_predict_list = list ( to_predict_list . values () )
6 to_predict_list = list (map( int , to_predict_list ) )
7 to_predict = np. array ( to_predict_list ) . reshape (1

,6)
8 loaded_model = pickle . load (open("predictor . sav",

rb") )
9 #PREDICTION WITH PICKLE
10 result = loaded_model . predict ( to_predict )
11 if ( int ( result )= 15) :
12 post_predict = ’LOW’

13 else if ( result = 25)
14 post_predict = ’HIGH’
15 else :
16 post_predict = ’MEDIUM’
17 return render_template ( ’ predict . html ’ ,

post_predict=post_predict )

Listing 6. Predict function.

1 <form action = "http :/ / localhost :5000/ uploa-
der"method =

"POST.enctype = "multipart /formdata çlass="form">
2 div class=üploadbtnwrapper-
3 input type = "file "name = "file //br
4 button class="btnÇargar archivo . csv/ button
5 / div
6 /form
Listing 7. Form to submit a CSV file of historical Face-
book posts to the server

ture values: post type, post date, post hour, number of sha-
res, reactions, and comments. The last column indicates the
classification of the post. This classification has been already
given by the user. For instance, Table 1 shows an example of
the values given for three instances taken from the Facebook
page of Montemorelos University.

The data set used in the experiments, with data taken from
the Facebook page of Montemorelos University, is available

1 form action="http : / / localhost :5000/ uploa-
der"method="POST-

2 div
3 h1 {{ bestPredictor }}/h1
4 / div
5 </form>

Listing 8. Best predictor printed in the user interface.

online5.

Listing 8 shows how the accuracy value of the model with
the highest accuracy is called with the POST request method
shown on Line 1. Line 3 shows the “bestPredictor” variable
that brings the result of the highest accuracy value.

3) In this step, the user inputs the feature values of the new
Facebook post as shown in Figure 5. Appendix C shows the
code to insert the feature values from the form.

4) The web application uses the previously saved model
with the best accuracy result to classify the new Facebook
post.

5) In Fig. 4 the web application returns the classification
result for the following feature values: post type, date and
hour when the post will be published, and number of expec-
ted shares, reactions, and comments.
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Outcomes

In this research work, the Montemorelos University Fa-
cebook page was used as a case study. By training the four
classification algorithms with the collected data set we obtai-
ned good results. Here we present the resulting accuracy of
each algorithm:

LR Accuracy : 65.09 %

KNN Accuracy: 79.54 %

SVM Accuracy : 68.18 %

DT Accuracy: 86.36 %

In the evaluation, we also used the precision, recall, and
F1-score values. Precision is the fraction of relevant instan-
ces among the retrieved instances, while recall is the fraction
of the total number of relevant instances that were actually
recovered. Therefore, both precision and recall are based on
an understanding and a measure of relevance 25. The F1-
score is used to combine the precision and recovery mea-
surements into a single value. This value assumes that preci-
sion and recall matter equally.Tables1-4 show there sults for
precision, recall, and F1-score in the case of the posts in the
Facebook page of Montemorelos University.

Figura 1. TABLE IV PRECISION AND RECALL WITH
SVM IN THE CASE OF THE FACEBOOK POSTS OF
MONTEMORELOS UNIVERSITY.

Discusión

We used four classification algorithms to predict the post
success of the Facebook page of Montemorelos University.
According to the results, the DT algorithm has the best ac-
curacy (86 %), precision (87 %), recall (86 %), and F1-score
(87 %) values.

Conclusiones

This research work shows how Machine Learning can be
used to predict the success of new posts on Facebook. As
a case study, we used information collected from the Face-
book page of Montemorelos University. In order to predict
the success of Facebook posts, we developed a web applica-
tion. This web application allows the user to upload a data set
of the performance of a Facebook page. Our tool uses this in-
formation to train 4 classification models with 4 different al-
gorithms. In the case of the data set from Montemorelos Uni-
versity, we got the following accuracy results: KNN=80 %,
LR=66 %, SVM=68 %, and DT=86 %. We also evaluated the
models in terms of precision, recall and F1-score. The best
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model was the one trained with the DT algorithm. Our tool
chooses the best model with the highest value and shows the
classification result for a new Facebook post.

As future work, the sample data from the Facebook posts
will be extended in order to improve the classification results.
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